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PHENOMENA UNIQUE TO SUB-MICROMETER DEVICES

THE PHASE I PROGRAM

Introduction

Historically, (a) the ability to reduce the size of electronic devices has resulted in
both the exploration and the appearance of new device phenomena; and (b) the
ability to predict new device phenomena has provided strong motivation for
laboratory efforts to reduce device size. During the last decade this duality was
manifested through the exploitation of velocity overshoot contributions. In the more
recent past few years, and certainly in the coming decades, the exploitation of
heterostructure materials growth has seen and will continue to see the development
of a broad class of devices characterized by the confinement of charged particles.
e.g., quantum wells, which confine electrons, holes and alter the spectra of phonons.

Quantum confined devices generally fall into two groups: (1) structures in which
transport is parallel to the confining interfaces, e.g., HEMTs (see, e.g. Dingle, et al
(1974) and Linh (1987), pseudomorphic HEMTs; and (2) structures in which
transport in primarily perpendicular to the confining interfaces, e.g., resonant
tunneling diodes (RTD) (Chang, et al. (1974)), hot electron transistors (see, e.g.
Heiblum, (1981)), resonant tunneling bipolar transistors (Capasso and Kiehi (1985)).
Recently, a third class of structures combined the essential features of parallel and
perpendicular transport. These are represented by, e.g. the negative differential
resistance FET (NERFET) (Kastalsky and Luryi (1983)), and resonant tunneling
transistors (see, e.g., review by Capasso, et al. (1990)).

Device applications for parallel transport structures such as the HEMT have been
pursued for a number of years, with initial emphasis on digital applications, and
more recently on power applications. Device applications for perpendicular
transport structures and perpendicular/parallel combination structures are only
currently beginning to be addressed. As in the case of the more mature parallel
transport technologies the two specific issues identified with the newer devices are: (1)
how much charge can be transported from one region of the structure to another
region, and (2) how fast can the charge be transported from one region to the next?
Answering the dual questions of how much and how fast provides the basic guiding
principles of device operation.

-1-
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The Opportunity and Phase I Proposal

The establishment of guiding design principles for the operation of quantum
confined devices is necessary for producing more functionality per unit area of chip.
Such guiding principles require.a quantum mechanically based set of equations that
incorporate many particle statistics. Scientific Research Associates, Inc., (SRA)
viewed this need as providing a major opportunity for introducing into the
semiconductor device community, a work station based quantum mechanically
correct algorithm that incorporates many-particle effects, electron and hole
transport, and dissipation. SRA has developed an innovative quantum mechanical
algorithm incorporating the above contributions which permits steady state
computations to be completed in less than 15 CPU seconds on a CRAY, and less
than 120 CPU seconds on a Silicon Graphics IRIS work station. This numerical
breakthrough: (1) permits the exploration of phenomena that can significantly
influence existing electronic device performance as the device is reduced in
dimension, and (2) is capable of examining new and novel phenomena in
ultra-submicron structures that can be used in new types of devices. SRA believes
that its quantum mechanical work station configured algorithm will enable the use of
its newly developed quantum mechanical algorithms to be used by the
semiconductor community.

The purpose of the SRA, DARPA sponsored SBIR program, was to examine the
combined issues of how much and how fast charge can be transported in
perpendicular and combined perpendicular/parallel structures. The thread common
to both types of structures is the ability of the quantum well to hold and release
charge. The quantum well is a leaky capacitor. The program was structured such that
during the first phase, perpendicular transport in one dimensional structures would
be addressed; in an anticipated second phase, combined perpendicular/parallel
transport in two dimensional structures would be considered. The program
combines analysis with numerical simulations which rest on quantum mechanical
algorithms developed at SRA.

The Innovation

Currently, the description of transport in quantum confined systems generally
proceeds in one of three ways: (1) implementation of the Tsu-Esaki (1973)
formulation, (2) implementation of the Wigner-Boltzmann equation (see, e.g.,
Frensley (1990)), and (3) implementation of the Liouville equation in the coordinate
representation (Frensley (1985)).

The Tsu-Esaki formulation represents current through the formula:
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J - [2e/(2[)3 ]f dkv(k)[ffd(E)-ffd(E + eo)] I T(E,o)12

Where ffd is the equilibrium Fermi Dirac distribution function, T(E,4) is the
transmission coefficient obtained from solutions to the time independent
Schrodinger equation, E is the evergy of the particle and o the applied potential.

The inadequacies of the above equation form the basis for the implementation of
either the Wigner-Boltzmann equation or the Liouville equation, and are listed
below:

eThe Tsu Esaki formulation assumes equilibrium distribution functions,
whereas there is strong evidence for hot electron effects in quantum wells and
resonant tunneling structures (Goldman, et al. (1988)).

*The Tsu Esaki formulation ignores scattering. If hot carrier transport
exists then strong carrier-carrier interaction, which is a scattering phenomena, is
necessary.

* The Tsu Esaki formulation implies coherent processes in the quantum
well. If strong carrier-carrier interaction occurs, transport contains significant
incoherent contributions.

*The Tsu Esaki formulation is time independent. It is anticipated that
important transient questions related to the filling and emptying of quantum wells
cannot be answered within the framework of the Tsu-Esaki description.

Initial attempts to overcome the inadequacies of the Tsu Esaki formulation focused
on implementation of the Wigner-Boltzmann equation. This is a quantum and
statistically correct equation for describing transport. The Wigner Boltzmann
equation has also been the subject of many numerical studies, with the emphasis
placed on explaining resonant tunneling. Unfortunately, most practitioners of
Wigner-Boltzmann algorithms have been faced with long computer runs, thereby
limiting the use of the algorithms for examining the physics of quantum structure
devices.

Less well known are studies involving solutions to the quantum Liouville equation
whose solutions yield the density matrix. The implementation of the quantum
Liouville equation was first proposed by Frensley (1985) who for unexplained
reasons sustained numerical difficulties. Recent efforts at SRA (Govindan, Grubin
and de Jong, (1991)) using "characteristic" algorithms developed by workers at SRA,
have been successful at the study of quantum confined structures. The innovation of
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the proposed program was the use of the density matrix in the coordinate
representation for studying quantum confined systems.

Phase I and Phase II Program Goals

The broad goal of the program was to examine the switching speed of quantum
feature size three terminal devices. Three structures are candidates; (1) the hot
electron transistor, (2) the resonant tunneling gate FET, and (3) the more common
pseudo-morphic HEMT. However, the goals of the Phase I program are more
modest. These included demonstrating the feasibility of solving the quantum
Liouville equation to determine transient switching times for III-V and 11-VI
configured heterostructure two terminal devices, incorporating electron and hole
transport. Treating both rn-V and 11-VI configured heterostructures demonstrated
that the SRA algorithm is not limited to a narrow group of semiconductor structures.
Under the Phase I study it was proposed that the quantum Liouville equations, be
applied to examining the filling and emptying of charge from the quantum wells
under two distinct conditions: (1) the quantum well is filled with charge from an
applied source, as in a resonant tunneling configuration, and (2) the quantum well is
excited with electron-hole pairs. Two distinct systems were considered: the
AlAs/GaAs double barrier system, and the HgCdTe/HgTe system. For the
AlAs/GaAs a barrier configuration similar to that of Huang, et al. (1987) was chosen
in which each barrier consisted of three 8.5A AlAs undoped barriers separated by
two undoped 8.5A undoped GaAs regions. For this configuration the fact that the
edge of the AlAs conduction band is an X point, whereas that of GaAs is a r point
was addressed. For the 11-VI structure, a double barrier structure consisting of a
CdTe barrier, and a Hgo. aCd. .22 Te quantum well was treated. Negative
differential resistance from a single barrier with this latter composition was observed
by Chow, et al (1988) at 4K.

An important feature of the proposed study was the further development of the
quantum Liouville equation to incorporate more realistic models for treating
dissipation for electrons and holes.

The specific technical objectives of the Phase I program are identified below.

Phase I Technical Objectives

Objective L A key element of the Phase I program involving the switching
characteristics of quantum confined structures, was the realistic incorporation of
scattering elements into the algorithm Thus one part of the study required further
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inclusion and testing of scattering events for electron and holes into the SRA
Liouville algorithm. This objective was met.

Objective II. For an ALAs/GaAs resonant tunnel diode subject to a bias that was
sufficiently high to fill the quantum well with carriers, the objective was to

successfully perform transient accurate calculations that incorporate scattering with

the goal of determining the time duration required for the valley current to be reached.
The unique features of this aspect of the study is the treatment of each undoped

AlAs barrier as comprised of three 10 A AlAs barriers separated by two 10 A GaAs
quantum wells; and addressing the issue that the conduction band edge of AlAs is at
the X point whereas that of GaAs is at the r point. This objective was partially met.

Objective III. It is anticipated that a large number of quantum confined structures
will involve the transport of electrons and holes. This is clearly the case under
situations of photo-excitation of carriers. While a study of excess electron-hole
generation and collection was not considered under this Phase I study, it is germane
to the general properties of semiconductor devices to examine the relaxation of
holes. A demonstration calculation was performed in which excess electron-hole
pairs were placed in the resonant tunneling AlAs/GaAs diode. The objective was to
demonstrate SRA's ability to successfully perform transient accurate calculations
with the goal of determining the time to relaxation. This objective was met.

-5-
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THE PHASE I STUDY

Introduction

The philosophy developed during the past few years with respect to the development
of algorithms for examining phenomena in quantum based systems was that the
algorithms must also be capable of explaining phenomena common to a wide variety
of classical devices (superconducting devices are excluded). The ability to treat
classical devices is crucial because it provides a benchmark by which the calculations
can be tested. The calculations were tested subject to the constraint that under time
independent steady state conditions the energy density applied to the structure is
dissipated within the structure, as, e.g., identified in figure I for a simple system in
which the device is part of a resistive DC circuit. The situation when time dependent
self-excited oscillations (Shaw, et al. 1992) occurs, as in resonant tunneling
applications, was not addressed.

Figure 1. Schematic of the condition for calculating total current.

The way the condition of figure I manifests itself classically for a system of particles
subject to an applied force and a frictional term proportional to momentum is that
the steady state current is described by Ohms law. 0 = IR, where $ is the potential
drop across the resistor.

The topics discussed below are germane to quantum structures. However to suitably
place them in perspective we include a brief description of classical transport. This
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discussion enables us to introduce the types of quantities that are calculated and the
types of results that emerge from these calculations.

Conditions Necessitating Quantum Transport Algorithms

There is a hierarchy of equations describing device physics, see figure 2. For
example a typical classical analysis of device problems involves developing and
implementing algorithms for solving:

" the equation of continuity with generation and recombination
" the drift and diffusion equations (DDE) for electrons and holes, and
" Poisson's equation.

While the last decade has seen a explosion in the development of robust algorithms
for solving these equations, device analysis basd upon them have been in the
literature for over fifty years. Currently, DDE algorithms are implemented for
solving transport and device design for 11-V diodes, FETS and HBTs, etc. As is
well known the DDE are wholly inadequate for examining transport in structures
whose features sizes are of the order of a mean free path and whose frequency is of
the order of the energy and momentum relaxation times of the carriers.

The generic equations that are required for examining small feature size structures
are identified in figure 2. As represented in figure 2 the drift and diffusion
equations rest upon the Boltzmann transport equation (BTE) which, in turn, rests
upon the fundamental quantum mechanical Liouville equation.

DRIFT AND DIFFUSION EQUATIONS

BOLTZMANN TRANSPORT EQUATION

QUANTUM MECHANICAL LIOUVILLE EQUATION

Figure 2. Hierarchy of Device Physics Equations.

How does the DDE describe device behavior, eg., the generation and recombination of
electrons and holes? As discussed above (shown below) this includes the continuity

-7-



R92-930033F

equations for electrons and holes, and the rate equations for acceptor and donor
traps. For example, with a single level of donors :

(1) an/at- div(jn/e) = G + {cnd[nNd-nNd +]

(2) a p1/ t + div(jp/e) = G + Cpd[PdNd + -pNdO] }

(3) aNd +/at=--e4Nd+ +elNdo

where superscripts denote ionized and neutral donors. The DDE equations are:

(4) in = -envn-Dngradn],

jp = e[pvp-Dpgradp]

and diffusivities are governed by the Einstein relation. The symbol G denotes the
band-to-band generation of electron and holes as well as avalanche generation [4] is:

(5) G = (band-to-band)+ an[exp-(bn/I FI)m] Ijn I + ap[exp-(bp/IF I)m] lip I

and the emissivity coefficients e l , e4 are: el-cndd +Pcpd, e4-cpdPd +ncnd. Cnd,
Cpd, etc., are capture coefficients and include photoexcitation contributions; nd , Pd,
etc., are obtained at equilibrium. The above equations are coupled through
Poisson's equation, which in terms of energy is:

(6) v I E =-[e/ ][(n-p)-Nd + ]

The energy and potential are related, E =--eo; the field in equation (5) is F--vo.
The output is current versus voltage versus illumination, and other related quantities,
such as gain.

The BTE description generalizes the DDE analysis. In the BTE analysis a

distribution function f(xp,t) is obtained as a solution to the BTE, from which all
relevant quantities such as density, current density, etc., are obtained. The BTE for
electrons is:

(7) of/at + (p/m). Vxf-(vxV)o Vpf = [o f/a ticoll + [8 f/a tlg.r

f(x,p,t) is the probability of finding an electron at position 'x', with momentum 'p', at
time 't'. The right hand side of equation (7) describes the interaction of the
electrons with scattering events, generation and recombination events. 'V' is the
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potential energy, which in the absence of heterostructures is obtained directly from
Poisson's equation. With a suitable normalization, density, current density and
energy density are:

(8) n(x,t) = [2/h3 ]fd3 pf(.,p,t),

j(x,t) = -e[2/h3 ]f d3 p[p/m]f(x,p,t)

E(x,t) = [2/hS ]fd3 p[p 2/2m]f(x,p,t)

with similar expressions for holes. In the device hierar:hy, equation (7) with an
equivalent one for holes replaces equations (1,2,4 and 5). Unfortunately, the BTE is
inadequate for systems in which quantum effects dominant. The Liouville equation
is needed.

The Liouvile equation is a quantum mechanical operator equation. In commutator
form, the equation is:

(9) i8OP/oat= [H,1Pop]

where poV is the density operator and H is the system Hamiltonian. The Liouville
equation is expressed with respect to a specific representation, the most popular
being the mixed representation discussed by Wigner (1932). In the mixed
representation the distribution function is the Wigner function and quantum
transport is described by a differential equation that is ostensibly similar to
Boltzmann equation and may be obtained from the latter by replacing the force term
in equation (7) with (in one space and one momentum direction):

+ (l/iA )(1/21A ).4 + 'dp'-.f + dx'f(p',x')[V(x + x'/2,t)-V(x-x'/2,t)]exp[i(p-p')x'/A]

An alternative representation is that implemented at SRA. The alternative
representation is generally referred to as the coordinate representation; and the
quantity computed is called the density matrix, which is related to the mixed
representation (Wigner function) through (in one space and one momentum
direction):

(10) p(xx',t) = [1/(2wh)]f *'dpf(xp,t)exp[i(x-x')p/t]

In the DARPA sponsored SBIR study the density matrix equation of motion: in the
coordinate representation was solved for electrons and holes. In the following we
will discuss this equation in stages. We will first write down these equations for

-9-
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dissipationless systems, and introduce the notation to be used for the remainder of
the discussion. This will be followed by a discussion of the relevant equations
incorporating dissipation, followed by solutions to the problems studied.

Dissipationdess Liouville Equatiolifor Electrons and Holes

The Liouville equation in the coordinate representation for electrons (ignoring any
spatially dependent effective mass and dissipation) is the following differential
equation for electrons pe(xX,'t):

(11) i, 0ea t = -(h 2/2m)(v -v' 2 )Pe + [Ec(xt)-Ec(x',t)]Pe

The equation of motion of the density matrix is a Schrodinger-like equation. In its
simplest form the density matrix for electrons can be obtained from a solution to
Schrodingers equation through the relation:

(12) p (x,x',t)-Ep mmm(xt), *m(X't)

In equation (11) Ec(X,t) is the conduction band energy that would appear in the
single particle Schrodinger equation. Ec(xt) is obtained from the vacuum potential
energy V(xt) from the Anderson rule:

(13) EcN t)= V(xt)-X(x)

where X(xt) is the electron affinity of the material. pe(xx',t) is the density matrix
for electrons in the coordinate representation.

The equation of motion of the density matrix for holes is:

(14) if, a p h/a t = -(h 2/2m)(v 2 -v'2 )ph-[Ev(xt)-Ev(x',t)]ph

where ph(x,x',t) is the density matrix for holes in the coordinate representation.
Ev(xt) is the energy of the valence band:

(15) Ev(xt) = V(xt)-X(x)-Eg(x)

and Eg(x) is the bandgap energy.

All observables such as density, current, energy, are obtained from the diagonal
components of the density matrix and suitable derivatives thereof, Grubin, et (1992).
Thus the electron density is Pe(xx) and the hole density is ph(xx):

-10-
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(16) Pe(X)-Pe(xx)

Ph(X)-EPh(xx)

The potential energy of the vacuum is governed by Poisson's equation:

(17) Vx[ (x)vVx] =-e2 [(pe(X)-ph(x))-(Nd + (x)-Pa-(x))]

The background density in the above equation is assumed as a jellium doping
distribution with Nd + representing the ionized donors and Pa- representing the
ionized acceptors.

Reduction of Liouille Equation for One Dimensional Spatial Transport

In the calculations described in this study we assumed Boltzmann statistics, spatial
variations only along the x-direction, and free particle behavior along the y-and
z-directions. The equation of motion of the density matrix was transformed to
center of mass 'r' and nonlocal 'C' coordinates:

(18) r = (x +x')/2,

= (x-x')/2,

In these terms the density matrix is re-expressed as:

p=.p(r + ,r-),

and equation (11) for electrons becomes:

(19) iapea t=-( 2 /2m)a 2 p/ara C + [Ec(r + r,t)-Ec(r-f,t)]pe

with a comparable equation for the equation of motion of holes. In these variables
Poisson's equation reads:

(20) ala r[e (r)a V/ar] = e2 [(p e(r)-P h(r))-(Nd + (r)-Pa-(r)) ]

The diagonal components of solutions to equation (19) (along the diagonal r = x and

= 0) provide the density for the electrons with a similar description for the holes.

The Liouville Equation with Dissipation

The situation when dissipation is included results in a generalization of the equation

-11-
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of motion of the density matrix. For electrons this becomes:

(21) it {ape/at+ [apeat]coll+[aPe/at]g-r}

=.(f 2/2m)a 2 p etara C + [Ec(r + C,t).Ec(r- C,t)]p e

which is a Schrodinger-like equation, with a collision term. In the discussion that

follows the mechanism of loss is Fokker-Planck dissipation. Strictly, this mechanism
represents Brownian motion. As discussed by Calderia and Leggett (1983), the

physics leading to this dissipation involves the system of electrons interacting with
harmonic oscillators. It is not surprising that incorporating bulk phonons by the
present authors, see appendix, resulted in contributions similar to that obtained by
Claderia and Leggett (1983). In particular, in a limiting case Calderia and Leggett
arrive at two terms associated with Fokker-Planck dissipation. The present authors
have demonstrated that LO phonon-electron interaction leads to a term with the
same gen--4- form as the first term of the Fokker-Planck dissipation, discussed
belov, -.m of the equation of motion of the density matrix in the presence of
Fokker-Planck dissipation is:

(21) i*ape/at=-( 2 12m)a 2peara r + [Ec(r + Ct)-Ec(r-f,t)]pe

-(ih/-T)c a pela f-[4iDC / =IP ]e

where 'r' represents a relaxation time, and under classical conditions D = mkBT/r.
A similar equation exists for holes. Note, time independent steady state conditions,
implies:

a p eat=O

The density matrix is Hermetian and equation (21) contains real and imaginary
contributions. Recall that for current to be finite the wave functions from
Schrodinger's equation must be complex. Similarly for current to flow the density
matrix must be complex.

Observables

Current within the framework of the density matrix is a matrix:

(23) j(r + C,r-f) = -e(/2mi)a p/a C

The observable is along the diagonal:

-12-



-€

R92-930033F

(24) j(r) =-e(A/2mi)apa C, @ C = 0

Equation (24) has the same physical significance as the standard expression,
equation (8), for current density.

Energy within the framework of the density matrix is matrix:

(25) E(r + ',r-. ) =-( 2/8m)p C r

The observable is along the diagonal:

(26) E(r)=-(t /8m)p r ., @ f = 0

Equation (26) has the same physical significance as the standard expression,
equation (8), for energy density.

Analysis of Dissipation

Before proceeding with the analysis we describe our preliminary attempts at
providing a means of quantifying the amount of dissipation occurring in the
structure. Assume, for the sake of discussion that the potential energy expression
appearing in the Liouville is differentiable; in which case the lead term in the
expansion is:

(27) Ec(r+ r)-Ec(r-) 2f (a E/ar) +

To this order and using the definition of current, the steady state time independent
equation of motion of the density matrix becomes:

(28) 0- ( f2m)aIpla ra f +2n [(a Ec/a r)p-(m/er)jJ + [4IWD l(i)Jp

The term in italics represents what we intuitively regard as an expression of classical
momentum dissipation, when the diagonal components add to zero. For uniform
applied fields where ap/a r =0 and a E.Ia r is constant, Ohms law emerges:

(29) j = (er/m)pdEc/dx

In the discussion that follows we have also found it useful for interpretive reasons to
represent the current in terms of a quasi-Fermi energy:

(30) j(r)m -(/m)p (r)a Ef(r)/a r

-13-
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Introduction of the quasi-Fermi energy is an element in interpreting dissipation. For
example, in discussions of resonant tunneling structures with the analysis obtained
from the Tsu Esaki formulation, the current consists of two components, carriers
coming from the cathode and carriers coming from the anode, each with a
characteristic quasi-Fermi level.:.Because of the means by which the SRA algorithm
selects carriers the density matrix incorporates both types of carriers. For carriers
coming in from the anode the conduction band calculation is referenced with respect
to an anode quasi-Fermi level. The value of the anode quasi Fermi level is chosen to
yield a density in the anode region that is approximately equal to that of the
background concentration.

The introduction of different cathode and anode Fermi levels represents a local
equilibrium phenomena that arises because of scattering events. If all scattering
events were included in the discussion, the introduction of the anode quasi-Fermi
level would not be necessary. In the cases studied here dissipation was included, but
the dissipation was introduced phenomenologically and taken as independent of
position. All relevant dissipation mechanisms were not included. To compensate
for this deficiency an anode Fermi level was introduced with the sole purpose of
yielding a density on the anode boundary that was equal to background. The anode
Fermi level contribution is represented by Ef. By way of comparison the quasi
Fermi energy arising from the calculation is obtained from the solutions through the
definition of equation (30) and is designated by the symbol Ef.

The argument of using the quasi Fermi level is justified, in the cladding regions, by
assuming that the electrons are in local equilibrium with each other. If the carriers
are also in local equilibrium with the lattice, then the distribution function in the
cladding region will be Maxwellian with a quasi-Fermi level adjusted to assure that
the carrier density is equal to the background concentration. Others, see, e.g., Potz
(1989) have also assumed that the relaxation mechanism is to provide a distribution
that represents local equilibrium and eliminated the restriction that the carriers be in
equilibrium with the lattice.

In the absence of a general scattering term that incorporates carrier-carrier
scattering and the details of electron-phonon scattering, the equation of motion of
the density matrix was modified. In particular, the current contribution in the
brackets of equation (28) is modified to read:

(31) 2m-yj , 2m-yj + {af/a r}p

where Ef is specified. Note, equation (31) should be contrasted to equation (30),
where the quasi-Fermi level is obtained after the calculation is completed.
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SIMPLE EXAMPLES

Ohms Law

To see the kinds of results that the density matrix reveals we consider the first case
of a uniform field structure subject to a constant relaxation time and particles
entering with a displaced Maxwellian distribution.

For this calculation we examined a uniformly doped sample, Nd + = 101 &/cm3, 1200
A long. Carriers enter the device subject to displaced Maxwellian boundary
conditions. The equation of motion of the density matrix for electrons with Fokker
Planck dissipation was solved along with Poisson's equation. The real and imaginary
parts of the obtained density matrix are shown in figure 3. The real part provides the
density, while the imaginary part provides the current.

The form of the density matrix for the simple case of Ohms law displays several

characteristics that are common to all of the calculations discussed below. We first
note that the real part of the density matrix is symmetric about the diagonal, and the
imaginary part of the density matrix is anti-symmetric about the diagonal. These
properties are consistent with the Hermetian property of the density matrix. With

regard to the real part of the density matrix, its shape is gaussian. The gaussian is the
density matrix representation of a Maxwellian distribution function (Feynman,
1972). In all of the calculations discussed below the carriers are entering with a
gaussian distribution, and all features associated with any device structure appear
within the center of the distribution function. The imaginary part of the density
matrix has the form of a Gaussian multiplied by the term sin(2mvrf ), where 'v' is
the local carrier velocity, and displays the asymmetry shown in figure 3. This
asymmetry will also appear in all of the calculations at the edges of the structure.

The center of mass and nonlocal coordinates are identified in figure 3; and we point
out that the density of the electrons is obtained from the diagonal component of the
density matrix.

Because the field across this structure is constant the potential energy is a linear
function of position. The calculation of figure 3 is for an applied bias of -10 mev.
Figure 3b shows the distribution of potential, which was obtained from the solution
of the density matrix coupled to Poisson's equation. The linear dependence is

apparent. Because all of the dissipation is local, the quasi Fermi energy as

computed from equation 30 follows the potential variation. This is also shown in
figure 3b.
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Real Part of the DensIty Matrix

Imaginary Port of the Density Matrix

Figure 3a. Real and imaginary part of the dens~ty matrix corresponding to uniform
fkids and disspation. The structure is 1200 A long with a den*it of 10 1 8 /Icm3, subjct

to a bias of -JO mev.
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Figure 3b. The potential energy and quasi-Fermi level for the computationi of the
uniform field condition of figure 3a
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Space Charge Injection N + NN + Structure

All of the double barrier calculations discussed below were incorporated into
sandwich structures. To illustrate the types of results to be expected and to include
the effects of dissipation and a discussion of the quasi-Fermi level, we examined a
classical configuration. This calculation also exposes some of the incomplete
features of the density matrix calculation as it now stands. The incomplete features
of the present algorithm are listed at the end of the discussion of results section.

The N + N-N + structure studied is 1200 A long with the center 250 region doped to
101 5 /cms and the cladding region doped to 101 s/cmS. Because of the small size of
the N- region the doping level is irrelevant, as the injected charge exceeds the
background by several orders of magnitude. The equilibrium density matrix (zero
bias) is shown in figure 4. Notice that the density matrix at the ends of the structure
is the same as that of the uniform field calculation of figure 3, and reflects the
Maxwellian character of the solution. The dip at the center of the density matrix
represents the reduction in free charge density, and is associated with the N"
region. The reduction is charge is accompanied by an increase in potential energy.
This is both the classical and quantum mechanical result, although in the latter the
increase in potential is often referred to as an electrostatically generated barrier.

Real Par of tM Oestly uamx

Figure 4. Equilibrium density matrix (real) for the N + NWN + structure.
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The real and imaginary parts of the density matrix for a bias of -10 mev across the
structure are shown in figure 5a. Note the apparent gaussian shape at the edges of
the real part of the density matrix. For the imaginary part of the density matrix there
is an increasing amplitude in the off-diagonal vicinity of the N- region. Comparing
the real parts of the density matrix at the anode side of the structure for both the
equilibrium and biased cases it is apparent that there is some rounding of the anode
charge density. Indeed the anode charge density is less than that at the cathode and
reflects the incomplete dissipation model.

The potential and quasi-Fermi levels are shown in figure 5b, while the diagonal
component of the density matrix, which is the density is shown in figure 5c. Also
included in these figures are the equilibrium components. The density variation
within the low doped region is not significantly different than the equilibrium
solution. (For these calculations Ef =aXf/8r=O.)

The potential distribution reflects the presence of the electrostatic barrier. With
regard to this distribution, we note that the relationship between the calculated field
in the upstream cladding region and the current through the cladding region satisfy a
local Ohms law relation.

Unlike the situation of uniform fields the quasi Fermi level does not follow the
electrostatic potential. Rather it closely represents differences between the
electrostatic potential in and out of equilibrium. The quasi-Fermi level decreases
from the cathode to the anode and should, in principle, assume a value equal to that
of the applied bias. In the absence of this result we have incomplete dissipation.
The quasi-Fermi level is dependent upon the scattering rate and the applied bias.
Indeed we are seeking conditions for choosing solutions to the density matrix that
satisfy the condition that all of the energy density applied to the system be dissipated
within the system, and that this condition be consistent with constant values of density
within the vicinity of the boundary. Preliminary calculations indicate that this result
can be achieved; but there was not sufficient time to incorporate this feature into the
present study.

A calculation in which all of the energy density applied to the structure is dissipated
within the structure was imposed for a bias of -20 mev. The results yield the correct
value for the density on the anode contact, but the quasi-Fermi energy still exceeds
that of the bias. (For these calculations Ef =a Z flO r = 0.) These results are shown in
figure 5.
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Real Part of the DensIty Matrix

kmgirtoy port of the Density Matrix

.4.

Figure 4a. Real and imnaginary part of the density matrix corresponding to the
N +JVN+ structure with dissipation. The structure is 1200 A long with a cladding
density of 10' 1 CM 3, subject to a bias of -1O mev.
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Figure 4b. The potential energy and quasi-Fermni level for the computatiori of the
N + N-6N + structure of figure 4a.
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Figure4c- The density distibution for the computation of figure 4a
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Figure Sa. The potentia energy and quasi-Fermid level for the computation of the
N+ N-6N + structure at a bias of -20 mev.
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Figure 5b The density distribution for the computation of figure 5.
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RESONANT TUNNELING GaAs/AlAs STRUCTURES: STEADY STATE

The above calculations indicate some of the features to be explored in the study with
the quantum structures discussed below. The first structure studied was the

AlAs/GaAs resonant tunneling.,diode (RTD). These studies are of technological
interest in that they yield high peak to valley ratios in the current voltage
characteristics [Huang, et al. (1987)]. They also have interesting physical properties.
For example, the band structure ordering of GaAs is F -L-X, whereas that of AlAs is
X-r-L Thus it may be anticipated that there will be some confusion as to the types
of confinement to be expected. To illustrate this we examine figure 6, from

Bonnefoi et al., (1988). Figure 6 displays a GaAs quantum well surrounded by two
AlAs barriers. A variety of transport mechanisms can be envisioned. If transport is
governed by the r valley carriers, then we are dealing with AlAs barriers of
approximately one electron volt. If conduction is by the X valley carriers, and Lhe X
valley carriers have an effective mass considerably higher than the effective ma.;s of
the r valley carriers (as they would have in bulk material), then the barrier height to
transport is reduced by approximately a factor of four. Another possibility is mixed
conduction coupling r carriers in GaAs to barriers bound by the X valley in AlAs.
In thermionic emission and photoluminescence studies of Dutta et al., (1989) of a
GaAs/AlAs superlattice consisting of 50 periods of 39 A GaAs and 57 A AlAs, that X
minimum instead of the r minimum in the AlAs layer was the relevant barrier height
for transport in their experiment.

In the calculations below, we assume that the relevant barrier height to the r valley
electrons is that of the X valley of AM& The calculations were performed assuming

that each of the two barriers in the RTD consisted of three ALAs 10 A barriers and two
10 A GaAs wells. No variation in the effective mass was included in this study. The
electron effective mass was taken as 0.06 7 me; the hole effective mass was taken as
0.4 5me. For this structure no distinction is made between r and X, and the
heterostructure is a type I category..

AlAs/GaAs Under EquilibrimV N- Region is 250 A Long

For this calculation the donor concentration is the same as the N + N-N +
calculation of figure 4. The acceptor concentration was taken to be uniformly equal
to 101 S/cms. The equilibrium density matrix for electrons and holes is shown in
figure 7a. The electron density matrix is different from that of figure 4 in two
important ways. First, the density within the quantum structure is below that of the
calculation of figure 4; second, a small excess charge in the quantum well is visible in
figure 7a. The density matrix for holes displays three peaks and two valleys. The
two valleys represent a reduction of hole density within the barriers. The middle

-22-



R92-930033F

Sample B GaAs/AJAs

= -- 200 mV

S1000- r-
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Distance in Angstroms

Figure 6. Gas/AIA orientation for an RTD under bias. From Bonnefoi et al.
(1988).

peak represents excess holes within the quantum well. The excess hole density
outside the barriers appears in calculations in which the acceptor density is
uniformly distributed. Similar results appear for comparably configured uniformly
donor doped structures, Grubin et al (1992), where the excess charge has
characteristics of Friedel oscillations.

Line plots of the equilibrium potential are shown in figure 7b. The elevation of the
potential is a consequence of the low doped center region. Line plots of the electron
and hole concentration are shown in figure 7c, and represent the diagonal
components of the density matrix. Note the local increase in electrons and holes
within the quantum well regions.

ALAs/GaAs RTD Under Bias" Electron Transport

The nonequilibrium situation under bias is considered in figures 8 through figure 11.
These calculations assume only electron transport, the contribution of holes is
considered later. For these calculations the constant relaxation time :in the
Fokker-Planck dissipation terms did not yield enough dissipation and the dissipation
term was modified to include an additional quasi-Fermi level contribution.
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Density Matrix of the Electrons Density Matrix of the tides

Figure 74. Equilibrium. density matrix for electrons and holes for the N + N6N +
structure with ALAs/GaAs superlattice barriers.
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Figure 7b. The potential energy for the computaton of figure 7a
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Figure 7c. The distribution of electrons and holesfor the computation of figure 7a

In the calculations below the mobility of electrons was taken to be 2600cm 2 /Vs. The
first set of calculations is for a bias of -100mev. The additional quasi-Fermi level Ef
began at the beginning of the second barrier and was set equal to -75 mev. The
calculated density, potential and calculated quasi-Fermi energy Ef are shown in
figure 8. In figure 8a, the appearance of a finite and negative slope to the potential
indicates the presence of a cathode field drawing electrons into the structure and
generating current. There is also the beginning of a notch potential on the emitter
side of the first barrier, attesting to local charge accumulation. The quasi-Fermi
energy as computed from equation (30) is an estimate of the significance of
dissipation on the distribution of carriers. The drop at the second barrier suggests
its prominence.

Figure 8b displays a buildup of charge in the quantum well with depletion at the
second barrier. Compared to the equilibrium calculation there is an accumulation of
excess charge upstream of the first barrier, which is responsible for the notch
potential, as well as within the first barrier. This excess charge distribution tends to
reduce the potential drop across the first half of the structure, compared to the drop
across the second half of the structure. The details are seen in the potential
distribution for this calculation which displays a larger potential drop in the vicinity
of the second barrier. In fact the potential drop across the second barrier is
approximately equal to the potential drop across the first barrier and the qcantum
well. The quasi Fermi level distribution calculated from its current definition is
shown in figure 8b. The current density for this calculation is 9.2x10 6 A/cm 2 .
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Figure 8a Potential and Quai-Ferd energy for the ALOIGaAs RTD under a bias of
-100mev.
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Figure 8b. Density distribution for the -elculationof figurea 8

Consider next the situation at the higher bias of -200 mev. For this case Ef =-90 mev.
The potential energy, and quasi Fermi energy are displayed in figure 9a; the charge
density is displayed in figure 9b. We note that the charge density in both the
quantum well and the upstream barrier is larger than the value at the lower bias case.
There is no real change in the notch potential. The current increased to
2.8x106 A/cm 2 which is greater than a factor of three, as does the electric field at the
upstream boundary.
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Figure 9a Potentia and Quwi-Ferni energyfor a bias of -200 mey.
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Figure 9b. Denity diQtribuionfor the calculaon of figure 9 -

With further bias increases there is a further increase in charge in the well, and
increased region of charge depletion downstream of the second barrier, and a larger
potential drop across the second half of the structure, then across the fir-st half. In
figure 10, we display the results for a bias of -40 mev, and E~f = -325 mev. But there
is something qualitatively different here. First, the quasi bound state for the RTD
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crosses the emitter Fermi level. There is both a high peak charge density within the
quantum well, as well as considerable spread in the excess charge near and within
the vicinity of the emitter barrier. The excess charge in the quantum well is
accompanied by further depletion of charge within and downstream of the collector
barrier. The calculated current for this case is 1.9xI0 A/cm2 and represents the fact
that we are in the regime of negative differential conductivity. The onset of negative
differential conductivity occurs at a bias level of somewhere between 200 mev and
300 mev. The current voltage characteristic is displayed in figure 11.

0.4 0--- 0 4.0

C 0.2 -.
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-600 -300 0 300 600 -600 -300 0 300 600
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Figure 1Oa. Potential and Quasi-Fermi energy for a bias of -400 mev.
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Figure 1Ob. Density distribution for the calculation of figure lOa.
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Figure 11. Current voltage characteristic for the calculations of figures 8 through 10.

Note that while the peak negative current occurs at 200 mev, we did not explore the
actual peak position. It could occur before or after the value 200 mev. For this
calculation the peak to valley ratio is 1.34. We point out that the current levels we
are showing here are approximately a factor of two higher than that of Potz (1989),
who dealt with AIGaAs/GaAs barriers. The large current density is a consequence
of the mobility of the cladding region. We should be dealing with a mobility that is
significantly lower.

AIGaAs, the N- Region is 500 A Long

The above calculations were repeated for the case of a wider cladding region. The
N- region was increased to 500 A. The potential and charge distribution at
equilibrium, at -200 mev where the current peaks, and at 300 mev are shown in
figure 12. There are several points to note: First, as the bias increases-the amount of
charge in the well increases. This is a feature that also appears in the calculations
with the narrow N- region. Second, there is a buildup of charge upstream from the
first barrier that tends to pin the emitter side of the barrier at zero volts. Third, there
is a much more dramatic appearance of a notch potential for this calculation. This is
a direct consequence of the doping configuration. Fourth, there is much less
potential drop across the first barrier. This is a consequence of the excess charge in
the quantum well that tends to screen the first barrier from the applied bias.: Fifth,
the voltage distribution beyond the peak current corresponds to a quasi bound state
that is somewhat above the emitter Fermi level, but below the ground state of the
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Figure 12. Density and potential energy distribution for the RTD structure with an N"
region of S00A, at the indicated bias levels.
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Figure 13. Current voltage characteristic for the calculations of figure 12

notch potential. The current voltage characteristics for this structure are shown in
figure 13, and yield a larger peak to valley ratio of 2.

Qualitative Dependence of RTD Operation on Scattering

The presence of negative differential conductance is clear from the above
calculations. However, the details of the calculations are likely to depend upon the
details of scattering within the structure studied. For example if at a certain carrier
density the electrons undergo either strong electron-electron interaction or electron
phonon interaction, and relax to a distribution with a local electron temperature and
Fermi energy, then a variety of events can occur. One such case is that in which the
local carrier density relaxes to a reduced Fermi energy within the quantum well.
This has been modelled phenomenologically for the narrow N- structure, through a
variation in the Fermi energy in the vicinity of the double barriers. The resulting
distribution of charge in the quantum well is shown in figure 14 at a bias level of -300
mev. Referring to the calculations of figures 8 through 11, which are characterized
by a increasing charge in the quantum well, the calculation of figure 14 displays a
charge distribution within the well that is of the order of that for the -200 mev
calculation assuming only Fokker Planck scattering, and is less than the charge in the
well at -300 mev assuming only FP scattering. There is also a further decrease in the
current level for this calculation, indicating that the peak to valley ratio increases
from 1.4 to 1.7. The above picture assumes that strong carrier relaxation occurs only
after a sufficiently large number of carriers have accumulated in the quantum well.
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Figure 14. Distribution of charge and potential at -300 mev, assuming carrier
relaxation within quantum well and a quasi-Fermi energy below that of the emitter.

Digression

Before continuing the discussion it is important to digress and emphasize that the
calculations being performed are for structures with dissipation. Thus we are
computing the real and imaginary parts of the density matrix, with the real part
providing the density and the imaginary part providing the current. Our experience
in performing these calculations is that any given charge distribution obtained from
the full density matrix calculation, can be obtained ignoring the imaginary part, with
a judicious choice of values of the quasi-Fermi energy. This particular feature has
enabled us to explore a wide range of charge and potential distributions, prior to
performing calculations with the full density matrix. Computing the full density
matrix requires more resources than were available during this Phase I study, thus a
number of calculations were performed using only the real part of the density matrix.
To illustrate the effectiveness of this approach we repeat the figure 8 calculation,
setting the imaginary part of the density matrix to zero. Figure 15 represents the
result of this computation in which Ef is zero up to the second barrier, where upon it
drops linearly across the second barrier until it reaches a value equal to the applied
bias. The distribution of charge in figure 15 is nearly the same as that of figure 8.
With respect to the potential drop, if we ignore differences in the cladding region,
we see a qualitative similarity in potential drop.

The behavior discussed in figure 15, has been implemented for a number of
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different problems with the same conclusion be drawn. As a result during this
Phase I study calculations involving only the real part of the density matrix were used
for preliminary studies when both electrons and holes were present. This is
considered next.

/- - - - , .0.8 >,

a . o.
Ir--- 0.1

- -i 0.4 i

0. 0.

0.20 ~ - - - .

-600 -300 0 300 600. -600 -300 0 300 600
Distnc (Angatrome) Along The Diagonal Disance (Angstroms) Along The Dkegonal

Figure 15. Potential and charge distribution for a calculation similar to figure 8, in
which the imaginary part of the density matrix is negligible, and the density distribution
is obtained by varying the quasi-Fermi energy as described in the text.

Calculations of the Real Part of the Density Matrix; Electrons and Holes

The calculation of figure 9 was repeated incorporating electrons and holes, as shown
in figure 16. As discussed above, in this calculation the imaginary part of the density
matrix is zero. Instead for both electrons and holes in which the quasi Fermi level,
mfh, of holes differs from that of electrons by the band gap energy, we computed the
charge and potential distribution. The bias is -200 mev. The quasi-Fermi level is
zero to the second barrier at which point it drops linearly to -200 mev at the end of
the second barrier, and remains at that value until the end of the structure. The
calculation displays a larger density of electrons in the quantum well than in those
calculation in which dissipation is absent, but the general form is similar. Note the
increased concentration of holes at the end of the second barrier, as well *as the
depletion of holes from the quantum well. The result is consistent with the quasi
equilibrium conditions.
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Figure 16. Potential and electron and hole charge distribution for a calculation similar
to figure 8, in which the imaginay part of the density matrix is zero, the bias is -200
mei, and the density distribution is obtained by varying the quasi-Fermi energy as
described in the text

The situation at higher bias is considered in figure 17, where a bias of -300 mev is
imposed. As in the earlier studies when holes were not part of the computation, we
see in figure 17 an increase in electrons in the quantum well and a corresponding
decrease in holes. However within, and downstream of the second barrier, there is
an increased accumulation of holes. In a calculation in which holes are present in
sufficient number, there can be a significant alteration of the potential distribution
within and downstream of the second barrier. Indeed the potential distribution
could yield flat band conditions sooner in the collector region, which would alter the
predicted current voltage characteristics.

In discussing the role of scattering on the distribution of carriers in the structure, we
pointed out that there could be significant alterations in the charge density
depending upon the nature of the scattering events. We displayed, in figure 14, the
situation when a large fraction of carriers were purged from the quantum well. A
very similar calculations was performed for the case when holes were included. The
calculations were performed at -300 mev. The structure is that of figure 14, in which
the N- region was taken to be 250 A long. These results are displayed in figure 18,
also for a bias of -300 mev. Comparing figures 17 and 18, we see for the latter a
reduction of hole density within the second barrier, and a corresponding increase in
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electron density. There is also an increase in hole density in the quantum well and a
corresponding decrease in electron density in the quantum well.
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Figure 17. Potential and electron and hole charge distribution for a calculation similar
to figure 16, in which the imaginary part of the density matrix is zero, the bias is -300
mev, and the density distribution is obtained by varying the quasi-Fermi energy as
described in the text
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Figure 18. Distribution of charge and potential for a bias of -300 met,, assuming
quasi-Fermi energy within the well that Js below that of the emitter
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RESONANT TUNNELING GaAs/AlAs STRUCTURES: TRANSIENTS

Time dependent calculations were performed to determine the switching times in
going from one configuration to another. The switching times are composed of two
contributions, a tunneling contribution and a capacitive contribution. In the
problem studied, which involves multiparticle behavior, no effort was made to
identify each component. Capacitive (or displacement current) effects arise because
of the inclusion of Poisson's equation. S'everal calculations were performed as
described below.

Nonequilibrium Electrons

For this calculation the ALAs/GaAs structure was subject to a bias of -50 mev. The
initial state was obtained from a quasi-Fermi level that was zero to the second
barrier and varied linearly across the second barrier until reaching the value of -50
mev, at which point it was held constant until the collector boundary was reached.
The final state was one in which the quasi-Fermi level was zero to the first barrier
and then varied linearly across the double barrier region until reaching the value of
-50 mev, at which point it was constant to the collector boundary. In the initial state
there was a larger amount of charge in the well than at the final state. Both the
initial charge distribution and the final charge distribution satisfied the constraint:
fdrp o(r) = N = constant Clearly we are dealing with a tunneling problem.

Figure 19a shows the charge distribution at three instants of time; figure 19b shows
the potential distribution. The calculation indicates that the time duration in going
from the initial to the final state is approxinately 800 femtoseconds. While changes in
the potential distribution are obtained through solutions to Poisson's equation,
coupled to the equation of motion of the density matrix, and so permit an evaluation
of capacitive contributions, the potential variation is small and is not displayed here.
Only the initial state is displayed. Figure 19c, displays the particle current as a
function of position at two instants of time. Unlike the steady state case in which the
particle current is spatially independent, here the spatial dependence is apparent.
When combined with the term ap/at, the total current, displacement plus particle
current is zero, as it should be. The spatial variation suggests strong displacement
current contributions away from the barriers.

Nonequilibrium Electrons and Holes

A very similar calculation was performed with holes included. As in the case -of the
electron calculation particle conservation was one of the constraints, in this case fo,
both electrons and holes. Here again electrons tunnel out of the quantum well,
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while holes tunnel through the barriers into the well. Recalling that the electrons
and holes are coupled only through Poisson's equation, it is found that the holes
are near equilibrium after 500 fs, which is considerably shorter than that of the
electrons, which requires the same 800 fs discussed above.
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-600 -300 0 300 600

Distance (Angstroms) Along The Diagonal

Figure 19a. Distribution of charge at three instants of time.
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Figure 19b. Initial distribution of potential energy.
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Figure 19c. Distiribution of particle currnt through the device at two instants of Uim

- -1-2 0.06

0

C --- --- 00.4.
0 0.4- -

0.02

-600 -300 0 300 600 -600 -300 0 300 600
Distnce (Angstroms) Along The Diagona Distance (Angstrom*) Along The Diagonal

Figure 20a. Distriution of electrons and holes at three instants of time.
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Figure 20b. Initial distribution of potential energy.
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Figure 20c Distribution of partide current through the device at two instants of time

Transient Switching From One State to The Next

One of the objectives of the program was to go from one steady state to another and
to calculate the current transient. The analysis was to include scattering, as well.
Transient calculations with scattering are not complete, instead we invoked the
different states using the earlier discussion associated with figures 14 through 18,
where we introduced quasi-Fermi levels to account for scattering effects. The
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resulting time dependent results require the inclusion of the imaginary parts of the
density matrix; but this was done without dissipation.

The first calculation identified in figure 21, is for a condition in which the initial state
is characterized by a bias of -100 pnev, and the final state is equilibrium. Initially, the
peak charge density in the well is approximately 4x101 7/cm 3 while the final state is
approximately 9x10 1 6/CMS. After 1.Ops the electron charge distribution reached
approximately 1.4x10 1 T/cm , leading to the assumption that it would take
approximately 2 ps to relax to equilibrium. It is estimated that including the
scattering events would reduce the time to relaxation.

Figure 21, shows the electron and hole distribution at the indicated times. For this
calculation the hole distribution shows an increase value in the collector barrier at
the higher bias levels. This charge tunnels into the quantum well for the lower bias
case. While it may appear that the holes relax sooner than the electrons, the time to
steady state is governed by the slowest carrier transient.

1.2 0.05

b - _0.03

- -- - - - - 0.02
0.4

- -- - - - - - 0.01

- 0.0 - = 0.00
-600 -300 0 300 600 -600 -300 0 300 Go0

Wisane (Angtrms) Along The Diegona Distane (Angstroms) Along The Diagonal

Figure 21. Electron and hole ditribution at the indicate timles for an RTD going from
-100 mev to 0 mev.
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Figure 22 shows the result using the same model as that of figure 21 for the case in
going from -200 mev to - 300 mev. Thus for the case in which scattering was
included we are going from a situation in which charge is in the well to the case
where charge disappears from the well. The electron distribution after one
picosecond is displayed in figure. 22, where it is seen that after this period of time the
electron distribution has not relaxed to steady state. It may take as long as two to
three picoseconds before all of the charge is cleared from the structure. The holes
while initially strong within the collector barrier show a steady decrease as time
progress, but a steady state has not been reached.

L.5 0.06

'*E 0.06
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Figure 22 Electron and hole distribution at the indicate times for an RTD going from
-200 mev to -300 me, assuming scattering within the quantum well that resdt in the
cariers leaving the well.
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RESONANT TUNNELING H-VI STRUCTURES: STEADY STATE

Double barrier calculations were performed for a structure consisting of a CdTe
barrier, and a Hg0.7 8 U.2 2Te quantum well. The effective mass of the electrons
was taken as 0.015me. We point out that this structure exhibited negative
differential resistance at 4 K for a single barrier with the negative resistance thought
to arise because the electron tunneling probability is reduced as the valence
band edge in the barrier is pushed to lower energies by an increasing applied
voltage ( Chow et al, 1988). In the present study we concentrated on electron
transport through two barriers at room temperature. While we have begun to
examine transport in structures at temperatures near 4 K, with incorporation of the
Pauli exclusion principle, the calculations performed during the Phase I study were
room temperature calculations. Negative differential resistance was not observed.
The doping for this structure was similar to that of the ALAs/GaAs structure with the
N region being 500 A long. The barriers were taken to be 1.4 ev high. The barrier
and well widths were 70 A each.

The equilibrium distribution of electrons and potential energy are shown in figure
23. There is considerable depletion in the vicinity of the barriers, more than that
of the ALAs barriers, but the charge density in the center of the quantum well is
approximately equal to that of the AlA/GaAs structure considered earlier.

As the bias is increased to -100 mev, figure 24, there is a small amount of charge
accumulating on the emitter side of the first barrier, some enhanced charge
depletion on the collector side of the second barrier and an increase in charge in the
quantum well. The charge within both barriers decreases. The situation at -200 mev
and -300 mev are shown in figures 25 and 26. There is further increases in charge
within the quantum well, further movement of the depletion layer toward the
collector side of the structure. But unlike the AlAs/GaAs study, there is very little
pinning of the emitter barrier. Negative conductance was not observed at the bias
levels considered. Negative conductance, if present, would occur at an estimated
bias level of -800 mev, where the resonant level of approximately 250 mev would be
in the vicinity of the emitter Fermi level. The structure studied was not long enough
to permit a realistic assessment of this contribution. Continuation of this study for
longer structures is anticipated as part of a Phase II study.
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Figure 24. Density and potenta distibution for the figure 23 stru re at -100 ev.
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Figure 25. Density and potential distribution for the figure 23 structure at -200W ev.
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Figure 26. Density and potential distribution for the figure 23 structure at -300mev.
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MISCELLANEOUS ELECTRON AND HOLE CALCULATIONS

The ability to treat both electron and hole transport in quantum structures is
necessary for a full understanding of the operation of these structures. For while
structures can be defined in which the numbers of holes contributing to transport is
small, in regions where the numbers of electrons and holes are nearly equal,
differences in their values can have a strong influence on the local potential drop
and will affect the current flow through the structure. It is therefore useful to
demonstrate that the Liouville equation is capable of dealing with a number of
disparate problems. This section illustrates some additional capability. All
calculations in this section are equilibrium calculations.

PN Junction

As in the section on AlAs/GaAs we begin with a discussion of doping variation.
Figure 27 displays the solution to the Liouville equation for a PN junction. The
results look classical, but as additional analysis (not shown) indicates there are
quantum contributions associated with the gradient changes in the density which
lead to changes in energy of the order of several mev in the junction regions. For
this calculation the electrons and holes were taken to have the same effective mass.
As a result the distributions of the carriers are symmetric.
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- -- " to/e o
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Dstance (Angstrom.) Along The Diagonal Distane (Angstrom) Along The iagonal

Figure 27. Distribution of electrons, holes and potential energy for a PN junction at
equilibrium
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NPN Structure

This calculation is germane to the calculations of the earlier section. Again we are
assuming that the effective mass of the holes and electrons are equal. The
distribution of carriers is displayed in figure 28. Note for this structure there is a
decrease in the electron density within the P region. The density of carriers is below
that associated with the N- region of the earlier calculations, and the potential
barrier reaches a height of nearly 150 mev. Recall that the potential barrier of the
N- structure was approximately 50 mev. The quantum contributions to the potential
barrier for the NPN structure are of the order of 15 mev for the electrons and 5 mev
for the holes.

N P N 10' 0.20

"- '0.16
10-'i - 0.12

, - I 100.

10- 64 - 0.04

10- 0 C 0.00

-600 -300 0 300 600 -600 -300 0 300 600
Distance (Angstroms) Along The Diagonal Distance (Angstroms) Along The Diagonal

Figure 2& Distribution of electrons4 holes and potential energy for an NPN junction
at equilibrium

Type I and Type H Single Barrier Structures

The discussion of the earlier sections has been confined to type I structures. Here a
barrier for electrons is coupled to a barrier for holes. The inverted, or type 11
structure is one where a barrier for electrons is coupled to a well for holes. The
donor concentration for this calculation is the same as that of figure 4, whereas the
acceptor concentration is uniform and three orders of magnitude below the donor
concentration.

In figures 29 and 30 we display single barrier type I and type II structure calculations.
For these calculations the effective masses of electrons and holes were equal. The
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point to note is that for the type I barrier there is a depletion of holes within the
barrier region, whereas for the type II barrier there is a local accumulation of holes.
Note in the case of the type H barrier, the local density of holes in the barrier
exceeds that of the electrons. There is no significance to the value of the bandgap.
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Figure 29. Electron, hole and potential distribution for a type I barrier under
equilibrium
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Figure 30. Electron, hole and potential distribution for a type II barrier under
equilibrium
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Type I and Type I Double Barrier Structures

The double barrier type I structure was studied in detail in the earlier sections. We
display below calculations with a type II structure, and for comparison a type I
structure. The doping concentration is the same as figures 29 and 30. The important
difference to note between the type H and type I structures is the accumulation of
holes in the barrier regions, and as a consequence there is a greater accumulation of
holes in the quantum well when compared to the type I structure.
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Figure 31. Electron, hole and potential distribution for a type I double barrier
structure under equilibrium
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Figure 32. Electron, hole and potential distribution for a type II double barrier

structure under equilibrium
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THE NUMERICAL PROCEDURE

Equivalent first order systems of equations have been derived for the equation of

motion of the density matrix and these systems are solved. Typical solutions, require

about 20 seconds of Cray-XMP CPU time demonstrating the efficiency of the

procedure. A typical first order system, without dissipation is:

(14) u(x,x') + [i/2m][px + px,] = 0, Pt + [Ux-U] + [i/A ][V(xx't)]p = 0

where V(x,x't) = V(xt)-V(x't). The characteristic directions for the system of

equations (15) are: q = (x +x')/2 constant, C = (x-x')/2 = constant. In terms of the

characteristic directions i and r, equations (14) are written as:

(15) u(x,x') + [ihf2m]p , = 0, pt+uc +[i/A][V(x,x',t)]p =0

Suitable boundary conditions for equations (15) are the specification of p and u

along the boundary x' = 0 and the specification of u along the boundary x = 1, where

L is the length of the device. Along the boindary x = 0, p is specified as the complex

conjugate of p(x,0), since p is Hermitian, and u is computed from the outgoing

characteristic equation (15b). Along the boundary x = L, p is computed from the

outgoing characteristic equation (15a). The overall solution procedure consists of

solving the equations as an initial boundary-value problem starting from conditions
along the line x'= 0 and marching to the line x'= L using the method of

characteristics. A characteristic net for the equation of motion of the density matrix

is constructed a-priori from grid points of a uniform square grid. A discrete form of
equations (15) can be written on this grid as

(16a) [ujav + [ih/2m][p (ij)-p (i-lj-1)]/q = 0

(16b) [Ptlav+[u(i+ 1,j-1)-u(ij)Y +[i/h][V(XX,t)]av[P~avf=f0

where [. ]av represents an average over the grid cell Depending upon the form of

averaging chosen, equations (16) form a system of 2x2 block tridiagonal or block

diagonal algebraic equations that can be solved at x' =j from known values at x' =j-1.

Thus, the solution procedure can be marched from boundary conditions at x' = 0, in

steps along x', to x' = L Self-consistency is included in the analysis by iterating the

solution of the density matrix with the solution of Poisson's equation to convergence.
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SUMMARY

The Phase I study represents a major advance in the study of transients in quantum
structures. Both electrons and holes were examined, and both the tunneling and
capacitive contributions were determined to yield a characteristic time of the order
of one picosecond.

There is still algorithm work to be done. The algorithm must incorporate
more realistic scattering mechanisms, and transients including dissipation must be
addressed. This feature is an ongoing part of the SRA quantum transport programs.

It is anticipated that within the next quarter, spatially dependent effective masses
will be included in the study as well as Fermi statistics at room temperature. Fermi
statistics at 0 K is part of the algorithm. The algorithm discussed here is capable of
treating a broad range of devices, both one and two dimensional, as well as quantum
wires, and will provide a major advance in understanding the operation of quantum
structures.
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APPENDIX THE SCATTERING INTEGRALS

The approach we have taken is to start from the classical scattering integral and then
introduce the density matrix through the Wigner-Weyl transformation. Strictly, this
approach is only correct for toe situation when the distribution functions are
probabilities. Thus it is not correct for the Wigner function. In the discussion that
follows we will be seeking the classical form of the scattering terms as they apply to
the equation of motion of the density matrix in the coordinate representation.
Intuitive arguments will be invoked to introduce some quantum contributions to
these scattering terms. A more general approach is under investigation.

The standard scattering integral within the framework of the Boltzmann equation is:

(A-1) [a f/a t]scattering=

-[20/(2) s ][.f + "dk'{f(kx){ 1-f (k',x)}W(i,k')-f(k',x){ l-f(kx)}W(k',k)}

where as indicated above the distribution function must represent a probability.
Note: dk denotes a three dimensional integration. If the density of particles is low
enough such that we can ignore Fermi statistics, equation (A.1) simplifies:

(A.2) [a f/a t]scattering =

=-[20/(2c)s ][. 0! + dk'{f(kx)W(k,k')-f(k',x)W(k',k)}

We now use the Weyl transformation as exemplified by equation (10) for the specific
case where the Liouville potential is dependent only on the coordinates x and x'; i.e.,
it is independent of the pairs (y,y') and (z'). Using the Weyl transformation, the
scattering integral becomes:

(A.3) [a f/a t]Jctei =-[20/(2) ][!/(2)][.f + =d'd C(x + f2,x- /2)

X [exp[-ik. f ]W(W~k)-exp[-ik'. f ]W(k'k)]

Ir terms of the density matrix, another application of the Weyl transformation yields:

(A.4) [ap/atJatt =-[20/(27)e][f + dk'dkd8 /p(x + /2,x-Ct2)exp-[ik. e]

X W(k,k'){exp[2ik. C ]-exp[2ik'. C

Equation (A.4) is rewritten in the following manner:
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(A.5) (8 platscatterig =

-[20/(2r)G ][.f +- dk'dk, p(x + e2,X-e/2)exp-[ik. (-2C)]W(kk')

x, 1-exp[ + 2i(k'-k).

=-[2Q/(2ii)6 ][.f +adk'dkds Ep(x+e/2,X-e/2)exp-[ik. (e-24")]W(k,k')

x { 1-cos[2(k'-k). " J}

+ [2/(2c) o ][..f + =dk'dkd p(x + C2,X-/2)exp-[ik. (f -2C )]W(k,k')

x {isin[2(k'-k). ci}

We concentrate on the second part, and deal with polar phonon scattering, which
requires that k'~k (see Hess). For this case the second part of equation (A.5) can be
written as:

(A6)

+ [2/(2)6 J[.." +-dk'dkd ep(x + r2,x-t2)exp-[ik. (C-2)]W(kk'){i2(k'-k). J}

We now recognize an earlier result:

(A.7) [20/(2r)3 ][.S f + 0dk'W(kk')(k-k') = kir (E)

leading to the following form for equation (A.6):

(A.8) -2i/(21[)3 [..f +"dkd3 fp(x + e2,x-e/2)exp-[ik. (e -2)]k. C r (E)]

where r (E) denotes an energy dependent scattering rate. It is useful to note that it
may be more relevant to use a dispersion relation in the expression for the scattering
rate. That is r (E) be replaced by r (k).

For example, for bulk polar phonons,

(A.9) r = { feFo/[2J (2mE)]}{Nq[x + -(* woE)sinh" 1J (EM o)]

(Nq + I)&" + ( w/E)sinh", Ij (E/ 0 -1)])"

where:
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(A.10) x± =j (1RAwo/E)

and Fo is the Frohlich field.

We are going to concentrate on jn evaluation of equation (A.8). First we recognize
that equation (A.8) can be rewritten as -. vC K1, where:

(A.11) K1 = [1/(21t)8 ][.,f +ddkds f p(x + /2,x-C/2)exp-[ik. ( -2C )jr(E)]

We now evaluate equation (A.11). To facilitate this evaluation we introduce a
change in variable through -'=2r'. Then assuming an integration over spherical
polar coordinates with the following directions:

(A.12) k =(k, c,

and

(A.13a) exp[ik.] =4f =0,,m =., +.t [(i)-jt ()YI M(c,8)*Y Dm(0,.)]

(A.13b) exp[ik. f -'=4 = 0,.Em =.A, +. [(i)'jA (k')Yt (f,#)*Yt m(e',')]

Thus:

(A.14) exp[ik.-'] (4.K)2 Et rt, =f 0,'1:mIn, = .. , P + jI'

[I) M -~ I Q (iwjr,(k l ') m(,)Yt x ,'o,)Ym($ ,#)Yt ,m'($ '*

Note that:

(A.15) 0J2w0J %sinaddPYt m(os)Ytm'(o,) - s m,m'l A ,

Inserting equation (A.15) into the scattering integral, equation (A.11) and

integrating over the angular dependence of the wave vector k, we obtain:

(A.16) K1 = [2/,r]l ;= 0,arm =_- , + A (,

.4 + dYAm( ,,)*p(x + 2,x-e/2)0f +O0k 2 dkUAt (k)j, (k ')F (k)]
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Note: when r (k) is independent of k, the integration over k is direct and leads to:

(A.17) of +0k2dkjj(k )jj(k ') [,c2 2]'( -E')

Thus:

(A.18) Klf.A O,,.m =.t, +.t Yt m(O',#')

.. f + - d3 fy t n($,9 )* (X + f/2,x-/2)/f 2 8 ( -)r

The summation, based upon completeness of the eigenfunctions yields:

(A.19) Et =0,. m=.t, +tYm(O',#)Ym($,,)* =8 (e-.')S (= )

and equation (A.18) becomes:

(A.20) K1 =p(x+ f'/2,x-'/2)r =p(x+ x-.C)r

Thus equation (A.20) for a constant relaxation time becomes:

(A.21) -C • VC KI =-r f -v p(x+ x-)

which has the same structure as the first term of the Fokker-Planck dissipation.
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